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With the significant increase in cyber-attacks and attempts to gain unauthorised access to systems and
information, Network Intrusion-Detection Systems (NIDSs) have become essential detection tools. Anomaly-based
systems use machine learning techniques to distinguish between normal and anomalous traffic. They do this by
using training datasets that have been previously gathered and labelled, allowing them to learn to detect anomalies
in future data. However, such datasets can be accidentally or deliberately contaminated, compromising the
performance of NIDS.

anomaly detection NIDS deep learning datasets network traffic labelling

| 1. Introduction

Network Intrusion-Detection Systems (NIDSs) represent a primary cybersecurity mechanism for identifying
potential attacks on a communication network. To accomplish this goal, they analyse the network traffic passing
through the system, regardless of whether it is internally generated or originated from external entities targeting the
network. Detecting intrusions allows network administrators to become aware of system vulnerabilities and to make
quick decisions to abort or mitigate attacks. Additionally, NIDSs allow them to implement measures to strengthen
the system in the future 11,

NIDSs can be categorised into various typologies based on two fundamental principles: architecture and
technigues employed. Focusing on the architecture, NIDS can be classified as host-based, network-based, and
collaborative approaches between different components. According to the detection technique, the classification

may be signature-based, Stateful Protocol Analysis-based, or anomaly detection-based NIDSs 2.

Signature-based NIDSs possess a repository of network patterns representing prevalent network attacks. Their
operating mode is to match the network sequence they examine with their knowledge base to detect potential
attacks 3.

Alternatively, Stateful Protocol Analysis-based NIDSs rely on their comprehensive understanding of the monitored
protocol. They analyse all interactions to identify a sequence of actions that might result in a vulnerability or
insecurity [,
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In contrast, anomaly-detection-based NIDSs employ mechanisms to detect abnormal network traffic behaviour.
These anomalous activities typically correspond to network traffic patterns that have a significantly low likelihood of
occurring or are markedly misaligned with normal traffic. Acutely objective, anomaly detection allows for the
handling of novel or previously unknown attacks (zero days). This is because such attacks generate traffic patterns
that have not been found before, and this type of NIDS often relies on the use of machine learning techniques to
carry out anomaly detection. When this approach is followed, the subjective evaluation of attacks is effectively

circumvented.

Different strategies have been employed to detect anomalies in NIDS through various machine learning techniques
@Bl including statistical techniques like Principal Component Analysis (PCA) € or Markov models [
classification techniques like Artificial Neural Networks (ANNs) RIZAILLUIA2] Sypport Vector Machines (SVMs) (€,
deep learning models 23141 including Autoencoders B3l or Decision Trees including Random Forest 28l and
clustering like outlier detection 7. Using these techniques requires a multi-perspective approach to tackling the
problem, which can be categorised as supervised, semi-supervised, or unsupervised, depending on the specific

technique chosen 18],

Regardless of the technique used for anomaly detection in NIDS, the underlying models must be trained to
distinguish normal traffic from anomalous traffic. This training process utilises datasets comprising real, synthetic,

or a combination of both network traffic. To be more concise,

» Synthetic traffic datasets are created by generating traffic in a controlled environment that emulates a real-
world setting. The generated traffic may include traffic related to known attacks, providing enough samples for
machine learning models to competently identify and detect such anomalies. This enables the optimisation of
the dataset regarding the size and balance between regular and irregular traffic samples. It also ensures the
correct labelling of each observation as it has been intentionally and deliberately generated. Such observations
can be, for instance, the traffic flows seen in the network. However, a potential issue is that it may not

accurately reflect the network traffic patterns observed in a genuine environment.

» Real traffic datasets capture all network communications within a real productive environment. This implies
access to the patterns of network traffic consumption and usage that take place in an actual scenario and
potentially any cyber-attacks that may occur. Unlike synthetic datasets, real traffic samples may be biased or
imbalanced, with the presence of anomalous traffic often being minimal or completely absent. It is necessary to
carry out a subsequent process to assign a normality or attack label to each flow for its use in machine learning

models during training phases.

 Composite datasets are the ones generated by combining real environment data and synthetic traffic to

introduce attack patterns.

Regardless of the Al model used in a NIDS, the dataset’s labelling accuracy is crucial to maintaining high model

performance. This principle applies equally to supervised and unsupervised learning. In supervised learning,
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labelling is necessary to enable models to learn how to identify anomalous traffic. In contrast, unsupervised
learning generally assumes that the training dataset consists of normal traffic only and is, therefore, free of

anomalies.

| 2. Datasets for Network Security Purposes

To effectively train any Al model, especially those constituting NIDSs based on anomaly detection, a prerequisite is
a comprehensive dataset. This dataset should encompass a sufficient number of samples that represent all the
various classes or patterns, whether benign or malicious. This foundational dataset enables the model to learn and
predict accurately during subsequent training phases. In the specific case of NIDSs, a large and correctly labelled
dataset is assumed 22, The quality of the trained models depends to some extent on the quality of the data on
which they were trained 29, so it is important to make a thorough analysis of the typology of datasets available in
the NIDS domain.

Before reviewing the different datasets available in the field of cybersecurity, it is necessary to define the criteria

according to which these datasets will be analysed:

Availability: Understood as free access (Public) to the dataset or, on the contrary, of reserved access, by

means of payment or explicit request (Protected).

» Collected data: Some datasets collect traffic packet for each packet (e.g., PCAP files), others collect
information associated with traffic flows between devices (e.g., NetFlow), and others extract features from the

flows by combining them with data extracted from the packets.

» Labelling: This refers to whether each observation in the dataset has been identified as normal, anomalous, or
even belonging to a known attack. Or, conversely, no labelling is available, in which case they are intended for

unsupervised learning models.

e Type: The nature of a dataset may be synthetic, where the process and environment in which the dataset is

generated are controlled, or it may be the result of capturing traffic in a real environment.

« Duration: Network traffic datasets consist of network traffic recorded over a specific time interval, which may

range from hours to days, months, or even years.

» Size: the depth of the dataset in terms of the number of records or the physical size and their distribution across

the different classes.

» Freshness: It is also important to consider the year in which the dataset was created, as the evolution of
attacks and network usage patterns may not be reflected in older datasets, thus compromising their validity in

addressing current issues.
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A summary of the datasets analysed according to the characteristics described above is shown in Table 1.

Table 1. Overview of available network datasets.

Dataset AvaiIabilitycongatedLabeled Type Dura:tlon Size ** Year Freshness Balanced
DARPA [21 Public packets yes synthetic We7eks 6.5TB 1199998; questioned no
I;qus L-KDD Public features yes synthetic N.S. 5M o. 11999989_ guestioned yes
Kyoto ) 93M 2006—
2006+ [23] Public features yes real 9 years o 2015 yes yes
Botnet 24 Public packets yes synthetic N.S. 14EB 2200110; yes yes
UNSW- . . 31 2.5M
NB15 [25] Public features yes synthetic hours o 2015 yes no
UGR'16 28 Public flows yes real 6 17Bf. 2016 yes no

months
%[_;]Cleon Protected flows yes synthetic 5 days 3'f1M 2017 yes no
IDS2018 [28] Protected features yes synthetic 10 1M o. 2018 yes no
days
NF-UQ- . .
NIDSQ@ Public flows yes synthetic N.S. 1?M 2021 yes no
References

* N.S. means not specified. ** Expressed in flows (f.), observations (0.), or packets (p.). An observation denotes a
1. Ahmad, Z.; Shahid Khan, A.; Wala&htamg with; Apetriad Jeaf\esad, F. Network intrusion detection
system: A systematic study of machine learning and deep learning approaches. Trans. Emerg.

2.1 -RARPA Patasets 2021, 32, e4150.

Grdat@f gy -MnTRIERRE LI AR Srdibry-the BRRPUAS LS, IHRIOD GLIREHONRYBIBRAA FRMISNARSN @ised
in tHRVAEW: of-iINR M6 CRTRHE ARRle R0 181 3Gie k720 versions, one created in 1998 and the other in 1999.

Botiy 6eARCISY HS CRIlY ASSGFRSY SIS IMIFN SRt ese i Qi QB R rerivRES SN PRt aifigY B Rgen bk traffic
Patipfis RARYARS I CRRSFEPE oA AdRSTIARFON IR et iUIR A76R PR dIdRfiecrriarache, ByRiktap! the
traiQipggg%@bl%iezgggy%;g@gg@@{hile in the 1999 version, the training subset consists of only three weeks
of observations. In both cases, two weeks of observed network traffic is reserved for validation. All observations are

IR M toman b B YR L N R N e O Bl R S E R SO RS A G Ehe
vergleocnhsn(g?lggrhcl:zﬁ 'ottr(sagﬁa%e%gé'? u [t)blr\tlgggtlhr%gg ,7ein5dlus%£r1—£t108—7030%Z82R) or remote-to-local attacks (R2L) 211,
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BhaSarddadasdacepiie | tbiazpafettdsjayvele MelciaE etitbnskel (dBay Vidzauieds Scémointahnd ased usefuioeks
sedimis isionpietectiBh afectytigbies, @ystems suntleshal eqgesiot orip utlidbdioy 22009, 28, 18-28.

gﬁlvﬂ]gd-b a(ig,s% t Wang, S. An effective intrusion detection framework based on SVM with feature
“augmentation. Knowl.-Based Syst. 2017, 136, 130-139.

KDY r%], D0 CEARGSCHRSHN IS BI RN CHMMTSIAG S AR HHHREMIBEE Ot PeREION
baqggtpé}ﬁpﬁwrﬁt_dmyé@l%ggﬁg@ger, KDD99 is a dataset whose format is based on the extraction of

features (up to 41 [3l) from network flows rather than the recording of raw observed data. It is a synthetic dataset
S VRBONGY Me¥inFR LR SRR RROS A RAY MMRARS Al RaImak d ekl i fondstasting,,
and' ARHAUASH YA Tas YR ahdbe FIORME GMRI P RRLE BHRNA GRS SNER M observations,
incliMRY RIS RGNS S R MR AE AN SUEN, AP GANRT &nd Brice g Vs 2A9Eo PRt 38

9. Mirsky, Y.; Doitshman, T.; Elovici, Y.; Shabtai, A. Kitsune: An Ensemble of Autoencoders for Online

Sim%&m@qﬁ?ﬁsiahhgéq@dﬂdﬁ_aayy'{q\?@(ﬁrgplayﬁq,ﬂaé@%bg@'@igi_sms have emerged regarding its usability.
Specifically, concerns have been raised about the lack of consistency between the number of attack types in the
Whitring UM KOPRIILS o Ganal YT WL Dbzt S ded TR Rtk R S AL NS K P QR REIP IR

COn%@t&rgolr{t%lnqgO%t%;[lvsvtcl)ﬁglclgrrner%%%% Sing and Neural Network Classification. In Proceedings of the

2001 IEEE Workshop on Information Assurance and Security, West Point, NY, USA, 5-6 June
2.20NSL-KDD Dataset

11. Poogjitha, G.; Kumar, K.N.; Reddy, P.J. Intrusion Detection using Artificial Neural Network. In
In 2009, to reduce the original DARPA and KDD problems, Tavallaee et al. 22! created a new version of KDD called
Proce%ngs of the 2010 Second International Conterence on Computing, Communication and
NSL-KDD !=2., [n_this version, the authors removed all redundant records and added new synthetic ones based on
Networklng Technologies, Karur, India, 29-31 July 2010; pp. 1-7. _ o
the correctly labelled records of the original dataset, so that'those record types with a lower presence in the original

1@atssR0$RdAakhightichnedehoe Fehirdzndd AdReet-hinevidirusion Retestive tsstaataBasacvrn Leaipisely
regEfiogiam Behayar. inaReerbidAtisanaes s ngnisionoketactirad Psocaarinde9f dkgiflddnd reduction in
sizd @I RO 6P VY25 kS BBEe RAHAS2A 0 tramiaysedPrapteindnd ginpest2000; Debar, H., Mé, L., Wu,
S.F., Eds.; Lecture Notes in Computer Science; Springer: Berlin/Heidelberg, Germany, 2000; pp.
EvegRwitidghe revision of the KDD dataset and the application of techniques to rebalance and address consistency
issueﬁél it continues to share the problergik%f its KDD and DARPA predecessars. 3{)6\?@:-6[” , it relies on 1998

13. Ullah, S.; Ahmad, J.; Khan, M.A.; ammash, E.H.; Hadjouni, M.; Ghadi aeed, F.;

network traffic, rendering It outdated in the context of modern network communications and contemporary cyber-
" PLtropakls, N. A New Intrusion Detection System for the Internet of Things via Deep Convolutional

attacks. . .

Neural Network and Feature Engineering. Sensors 2022, 22, 3607.

12.8 Kyata2006H+ Dataset. Intrusion Detection in 10T Using Deep Learning. Sensors 2022, 22,

8417.
Given the shortcomings of datasets such as DARPA and KDD with their variants related to the longevity of their

TR R 206 2oy Kt dtashp ffa L nelaasdt LRBUGIAR LA HRALISES BTSN REE HRfic from
32 W@%@b@r@%ﬁ%%ﬂ\%iﬂt@ﬁ%&@ﬁ@ﬁ%ﬂ?h&%ﬁﬁ%@z%%%%&%%oog (almost three years), totalling
1BoredteErhas Rillige l‘?’ﬁ%ﬁrF@.t,iWﬁd%—sb.ﬁd.’?@rﬁ%ﬁﬂﬁi@.l?lhm%ﬁéﬂv.ﬂ’@ 2BHQEs, "RvY QWBD@?GH}‘@ dpgassHarpeser
a tatal PhRER AR SISO RS Y Deteetlnn S\psemnedrtole 2agh (22 firgdigure of 348, including DNS

servers to generate benign traffic. Each record in the dataset provides a total of 24 features associated with the

17. Chandola, V.; Eilertson, E.; Ertoz, L.; Simon, G.; Kumar, V. Minds: Architectur Design. In Dat
captured networ traH‘lec ows, of v'éhltc a totg %} 14 aré present’in datasets such as DA%é(A or K%D, wrll:ﬁe the

rem\gliﬁ'lrr?gh?gsép r‘?‘er\l/f/j aDd%tlgoMsmmguEr?g %%ulgggl%gc XP t reSr%(égrrétg/’; égél nvggPLiSAfﬁeEgyﬁéAlggx/agF tselr(%letected
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attdeKonmia tara S ¢a1 ptyb Sy ittgeruBiostatasM Af (48 AF0WipmedPed@st historical depth on record, but, in

1%?'“5&?“2'8: 'M?ﬁ{lg 3'rt aaﬁarrﬁ%ec()jd, A.; Hu, J. A survey of network anomaly detection techniques. J.

. App|. 201 19-31.
2.5. Bthat Datasst 2010 00, 19-3
19. De Keersmaeker, F.; Cao, Y.; Ndonda, G.K.; Sadre, R. A Survey of Public 1oT Datasets for

BioReReiie SR Seupiaper Ul RRRE STHPerLRBP IS5 Rs ks arspthey figlieved that this type of

attack is currently the most challenging 24!, This dataset contains a total of 16 different botnet attack typologies,
20 SAVAHR: kit RSIF WS Rk SRR Otk ST AEBIES - Raseda: M QAN HRUGIMQULRAR:, the
resSHRIIBIIIRLR LRIPY AR NATLINQNELRIGH 5 L0 SIS NG HGR K 1B REER IS 85
datiie MR KGR 7 ame EREARE Y hY U 2PE BHONR FIMPBRARe NS RYTPes D MR Ky
metlf{§d%1o%?lge%%e%q%aﬁ%ﬁajt_e%sures the cohesion of the resulting data. The result is a dataset of tagged
2etwipprpreketsRyitHaitmsl, . Wmdstiéd GB df Korbwmtion asa KRalfheel808<oA RPADfitanatnakios traffic
of alietst b6 @vdldatio nesDectipely. Neith.i200it: BAasESL-595.

ZEGSE}.IYIQ@W-%@TSWF KDD Cup 1999 Data; UCI Machine Learning Repository, 1999.

23. Tavallaee, M.; Bagheri, E.; Lu, W.; Ghorbani, A.A. A detailed analysis of the KDD CUP 99 data

The, Gy BrORSddR G BE (HEHI EAREedDh RS AR SRRSIRIETORE YRR HES Y Sde iy s
" 20ReRRSABBIA SRS BRI AR TS STy Bistior poameNt used to generate the Samples

consists of three servers, two of which generate benign traffic, while the third is used to generate traffic associated
2Pl Beigicks st YIaZL iR [ANABMNRs Nhd AL A A £ ANBHAR SHGRYEIRRBISL h in two
subSIECHORdLMAGRING IRpALAASHhPRIEL ARIESUO R AR ACRRZHENE ressedngRieh 162 %%hd to
andfnEl R HBIGRCE MRICADTHNIGA %200 RIS AR Bt SN FBRRR SR nbr aindh 2 %4Rd httack

cat%%@qgrvgr%hé"it %%1%62.—%?%, the data are available in packet format (PCAP) as a version of 49 features

2&xtased fsga e @rfyred Iavsw-NB15: A comprehensive data set for network intrusion detection
systems (UNSW-NB15 network data set). In Proceedings of the 2015 Military Communications
2'7anu%r:"r§ation Systems Conference (MilCIS), Canberra, ACT, Australia, 10—12 November 2015;

Th(PB'G]R_’l% dataset (28] was created by the University of Granada in 2016 as a result of capturing the real network
26afitadia-Rednandiezd GPGammaeh d)alchMaddnre 20i6n Skosésaetiidy. TothgriveRrohtreroh) iR &hG Ribfist,
difféxere\atidaka seicfoad iz 8y attedto nr glocystastatpnarit\ddheeatane twoekatExBen Gervput Seciorc20Le; all
the Tyfittlde-th24 this subset could be used as a test. The dataset consists of NetFlow traffic flows with almost 17
P A iSO aB T LAt hRAT K R LT AN A O ard Genarthy & Naw TirGsin Teibedat'
e R S L A S ST At O R B R S TR AR TR At ST B e e R el
e et TGS AR S S PRI A 5P R RAS Y ALK ) . beenges Ben
the siz.elcgéniggt.aset and its temporal proximity, it is an updated and current dataset for use in building or training

Al and NIDS models.
28. Canadian Institute for Cybersecurity. CSE-CIC-IDS2018. 2018. Available online:

2.811108C \Datasdtsa/cic/datasets/ids-2018.html (accessed on 30 November 2023).

2Phe RN msAYEIRE SypMQSIAR le) RN MaNETEIRN RARRS R oL MAS NG SSRiAfce of
B

niDEPSEE NSRS O R GUR R YRISE At Br3 th P AR RPN AN S RRLTBHSMRy should be
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higitigheed:dings of the 10th EAI International Conference, BDTA 2020, and 13th EAI International
Conference on Wireless Internet, WiCON 2020, Virtual Event, 11 December 2020; Deze, Z.,

* AGaRg2PL7 I-%h RenerRgdSIn CREmMkURI ANSYRIHSTIC| BEWPEKNERES cfalaean SenaERF (Mo pigteirolled
stisprBsNgecmidid Grhaliys. AYaiTele AFrrAveRE Ao s ARRde diegaiiriy ertacHai, Roele: éndhaw
opaisp@lthaugn sy are also available in extracted feature format with a total of 80 different features. The
captured traffic is tagged, and the different attacks that each record corresponds to, including DoS, SSH, and

30. Ezln%, M.; Wunderlich, § Scheuring, D.; Landes, D.; Hotho, A. A Survey of Network-based
otriet attacks, are marked in the ta

Intrusion Detection Data Sets. (Q,bmput. Secur. 2019, 86, 147-167.

31. TRERAS:IRS28HARRL, Tis Balaksisripelis, fptesssronnesaiast MAIRDA ereaifiertyransassiih erRivkoaffic
gyRtEan eVEiRtibincliPs Rk diitgksofveieatatksMIRTthRE R 816t TVete SN I AiBeFA atfSATARL OrameEe
30 BeRadifetairkesse AFWIIORKHBS20LT U datp-are Napepkebesd e ifsremwabpwilis 4-yersion

containing 80 extracted features, and access requires a prior request S_protected . Unlike CICIDS2017, it is

32. MCHu%h, J. Testing.Intrusion detection systems: A critique of the 1998 and 1999 DARPA intrusion
modifiable and extensible.

detection system evaluations as performed by Lincoln Laboratory. ACM Trans. Inf. Syst. Secur.
2.9 NE-HRIBS
33. Chaabouni, N.; Mosbah, M.; Zemmari, A.; Sauvignac, C.; Faruki, P. Network Intrusion Detection
S 12 oo Y BESEIPS A LRSS PR LS RS RSN GRS M BB - T
data%f, the result of combining four datasets used in the NIDS domain but transformed into a netflow version.
Two of the datasets used have been analysed previously in this research (UNSW-NB15 [22] and CSE-CIC-IDS2018
3danSahpbiie eV aRH B L IruSiAR PRIRGHSNZA) SHN\RYade B ReReANDE I ASREREE Lab of the
AudbiRERaEeRA GRioRRNCR QNI YRERY aftk Nefuorks GRINRURIGatRSNS isManMatfe?bm3detworks
wittPGHRREeR 2O gBR1i€Rs; 28aking it more universal than the datasets of which it is composed. The original

Juatagsh do yhiehiapiltdloy. DEIRAgR IsyavEBLIR A{RWING, B IRIKRAY, WISt MNARAICEAANAS R SESREHOIDS
traipeda i NGUHEMY BF K9BBe D0 PSR T NFDE 8 AIRSEb AONRIBFOREIRMN YR YF tRePIeiFst’-77% of
WhIgDHRERRHP Bt BIIRITTRY KAKR IS dhes S AR Gt e h GOERBRAEh e e trNe 9805 attRRtS, t contains,
maﬁ%@@@@ﬁ’]@glgﬁﬁﬁj‘}Ah‘gﬂ”?atf%sﬂﬁ?ﬂ@é@.%.];ﬁﬁ iblg_aggptaset that can be considered up-to-date and

incorporates the latest types of attacks.
36. Saad, S.; Traore, |.; Ghorbani, A.; Sayed, B.; Zhao, D.; Lu, W.; Felix, J.; Hakimian, P. Detecting

P2P_botneis through Faetwor behavior analys'sJand machine_learning. In Proceedings of the 2011
3, Reall ob
m

ng.with La ng Problems in Datasets.and the ... 1o
Tachniguss 1o Address Them da, 19

3 aSdiiicaio i gr&fienas), whethavalipesjdéd; @ hoxopaiyided. [Fammky ceyéio pingfickyshe najtc dapuaabatt s
corgengtabelleenohmanadaiEsaipcorsitieainimgletectihe! Gy mpiskdSactirat20 & 2n&de| 3safra8 et distinguish
e G G T oK S s o A A R i ST AR B PR DB et A SRR R TR B
unsapervisetd arningZB?_rEpﬁ%tinOBEilbgs anomaly detection, the training dataset is expected to belong to the

omput. Secur.
same class. This setup enables the model to learn to identify anomalies by recognizing deviations from the

3htRWhY hrelediaehRretnifg Challaagrscit experineRtindamMta ot Aste CRNBYSHRIMS alit determines

the PERSRRE NG REharthGaieI.RG g MMeYhs ihae il t¥sxPerimentation and Test, San Francisco,
CA, USA, 8 August 2011; CSET’11. p. 6.

essT
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4thKoroesits, dY taddoustadaladd (HBitnikky aipka. datagdn il dBe ibeappiddte el apmanat ot éalistias well
as Batnet Patasstsn ihehnteyeatotdming suiged edveord 28k chsitidyaadyitits pBbtela T SOmkapaheds piesent
me018 carxitii@ k. @drdilice the mislabelling that occurs. For example, Kremer et al. 43! propose a model that
ATSRASUSIEEL R 99RP 01D AENNS HEREE B s el se ggepiive o noise and at the same time
tries to infer the possible noise in the labelling and in the classification itself [43l. On the other hand, Zhang et al. 24!
Ao DAENEHEmEwSrk AN R Abi M WRHRG MoRETaR M dARSINRETOhhith s 36 1adABS BRI 126 MAGHDBRect
lab&ify HAg Bepchmaiksh HXpRRalioA & v1héd03eLAidSes does not guarantee the correct labelling of the

4% mer, J.; Sha, F.; Igel, C. Robust Active Label Correction. In Proceedings of the Twenty-First

International Conference on Atrtificial Intelligence and Statistics. PMLR, Playa Blanca, Spain, 9-11
Wh&rbrtnez@fggllgg_oég%e_gitgthat make up a dataset is performed manually, there is a risk of unintentional bias

that is intrinsic to the observed data. To address this scenario, a methodology is proposed in 2! whose aim is to

441480 datNGRnR) thd Posdible bid BT avingifdomisismycaehleanel GuHlikddRiNG Naiskputational
perbpSSHRshIdRER J4ans - dNeetahNetw. Learn. Syst. 2018, 29, 1675-1688.

45. Cabrera, G.F.; Miller, C.J.; Schneider, J. Systematic Labeling Bias: De-biasing Where Everyone is
TheARSRG: B s esiditge 7 R 4813 ZXRuamesanonaaaaratcs Snebaem Fyesyinos, " @ way
tha t%l%?(ﬁ% rsﬁ ',%WB %thfghgﬁn’&hegllj\lﬁtirg?& er}pa}l. 4%92%55}” 48] 5 simple loss estimator that is unbiased
and minimises the risk of the presence of mislabelled data. Another approach, as proposed by Patrini et al. 42,

46 DNt aRcRin PN OB skeS o FRRYKUMaLLBI g, TEXAELIAH - FRENARMAtN iINRIDh L aRRlS - IR RESRR S,
incliiNg URLIRMBLRIMN REARFRSINEhS YelRRIBh&rH rERERSE AR DR ad EaRtetNte Y34 @®kdh in
instYRMd 8 ZRislabelled data 7. More recent is the work of Wei et al. 48 who this problem and propose two

APEEHAE N0RE 22 DA lARAEIARB O RS 1§k RENEMKNRKIFRT B8 S Nkt S ASFESSRG IRV HBUES 156¢
to qUgIed™ Kt SRetsHE tion Approach. arXiv 2017, arXiv:1609.03683.

48+ MhRicar£bidvdnc SRR widri NS rinilt &6 aiLial yhiGRENAgudth N gisyid 2 eis dipyisiteck: Aupldl of
10 ¥8iRgRealIMsyid HY MaORNRRLARS &Y, 27 REKAELLAEBRy of labelling of the training data.

ABTNBPIMERED & PATHALATY IRFEEIY RS IRRETHPRRIFRR) 2ERRRAAP S RREFENIGNRIEAtAS i gYaRi&1dhe
tesggwﬁf{qufan%hQ@'Qm %\,/vk_]‘_l'@{?énq_ mpflels are tested and validated [42] | abelling errors in such a dataset

can destabilise the performance of machine learning models. The datasets tested are those commonly used in the
ORI D Mo MR R L o AR DA S B Pl BRI G i et 3P GBI PRIRSER i Buch as iMDB
or ATRSSE H9R.) (N £ RO Rl O ELE RS G AN A NE AR IS Sl kB ARRE R e
are TARHAL Erlrgr_s]tﬁa‘g,l'llWS%%]égéaPs%’s} re8th up to 10% of the labelling error.
51. Hao, D.; Zhang, L.; Sumkin, J.; Mohamed, A.; Wu, S. Inaccurate Labels in Weakly-Supervised
Corhdep Learmiig(Autsra=tH IghHERGHN &t CHH SEHEREARYRTUTE IS B CIRESHREAIGA™INg that
foCHsER I ARERCREE RO NP6 e theHRRAN thiB iRd ATPOCSECH RIS e labelling in order to train robust

models. To achieve this, they use data-pruning techniques to clean the dataset before training the models. In 42 a
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MiRman8edak0R pPdhdke30tool to detect errors in the labelling of image, text and numerical datasets 9. As

r It of the a aton this_tool,_the set of observations of the et with. a high,.probahility of bein

&sﬁerra Hel_ p8 aﬁla r\?e Et E)atasets are \IllOl[ enoug ZTFen v(\éIS In Iagellﬁg neq'v{/grﬁ ng
mls%abﬁlled S obtalnegegnir§ 5%955?158? f&gg ]tf)s.ted on a total of 29 different datasets, both real and synthetic
and, accordlng to its authors, has been able to find mislabelling in some of them that had not been detected before.

55. Soukup, D.; Tisov&ik, P.; Hynek, K.; Cejka, T. Towards Evaluating Quality of Datasets for Network
TheT egific&iomafncdmRtateed i pgsgitie 2O0RdiqLiéthintestrtienal onfergecetomhbl eiskerksanddtervida
mishdbeltrgre nespd (iGN Sl zheir gdairke o 2812 Oetqhese202 lofppoRtde-268ours. In B the researchers
Reédriessedirins iedleendyy| ppepasipgb e rmgihidoroghdo/meswidp labelling errors in images associated with the

presence of breast cancer. To achieve this, they propose a function that measures the deviation between the

prediction made by the model and the real value of the sample (called Cross-Entropy loss). Additionally, they put
forward another function that assesses the model’'s dependence on the dataset, known as the Influence function.

The method is evaluated on a set of 10,500 images in which up to 98% of labelling errors are detected.

Another methodology in the field of image processing is proposed in B2, where the aim is to train a deep learning
model with a dataset where there is no confidence in the labelling of the data. To do this, the model adjusts the
internal parameters of the neural network while learning the distribution of noise in the labelling and testing it

against classical back-propagation models where the goodness of the labelling is assumed.

In the specific area of datasets aimed at addressing cybersecurity or network traffic problems, previous work is
more limited, as the generation of these datasets has additional complications with respect to the more general use
cases. In B3l Cordero et al. 23! the problem is reviewed through a comprehensive analysis of various datasets
intended for NIDS. The researchers put forth an enhancement to the Intrusion-Detection Dataset Toolkit (ID2T)
dataset generation methodology. Subsequently, they evaluate the effectiveness of the proposed ID2T improvement

by assessing datasets generated after its application.

The problem of labelling in the field of network traffic is more complex, since it requires specific low-level
knowledge of the traffic in order to be able to correctly classify each flow. In 24, an analysis of the methods used
for labelling this type of dataset, both automatic and manual, is carried out, identifying the weaknesses of each of

the techniques along with their advantages and disadvantages.

Finally, to conclude this analysis of the state of the art in dataset quality, in B2, an approach to measuring the
guality of a network traffic dataset is presented. This quality is used to compare two datasets, to decide if they are
equivalent, or if a better quality dataset is found, whether or not it is appropriate to retrain the machine learning
models. The proposal for measuring the quality of a dataset is based on the criteria: (i) completeness as the
probability that a dataset record can occur in the domain of the machine learning model to be built and (ii) reliability
as the probability of occurrence of misclassified or mislabelled data for each possible class. Based on these two

criteria, the applicability of a network traffic dataset to a particular problem can be determined.

https://encyclopedia.pub/entry/54493 9/9



