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Convolutional Neural Networks (CNN), commonly known as ConvNet, is one of the common types of Artificial

Neural Network (ANN) that comes under the supervised method category. This method is known for its ability to

discover and interpret patterns. This pattern detection brings up the usefulness of CNN for image analysis. 

CNN  model  output

1. Convolutional Neural Network and its Background

David Hubel and Torsten Wiesel, two neurophysiologists, did experimentation in 1959 and eventually published

their findings in a work titled “Receptive-Fields of Single-Neurons in cat’s straits cortex” . They defined how the

neurons in a cat’s brain are organized in a tiered pattern or layered form. These are the layers that can learn to

detect visual patterns with the help of local features, which are extracted first, and for a higher-level representation,

the extracted features are then combined . Consequently, this concept is effectively becoming one of deep

learning’s core principles. In 1980, another researcher by the name of Kunihiko, who was motivated by the work of

T. Wiesel , proposed a “Neocognitron”. This work proposed a multi-layered neural network for the hierarchical

detection of visual patterns learned from data (learning-without-teacher), which is known as a self-organizing

neural network. . This design then became the first Convolutional Neural Networks (CNN) theoretical model. The

Neocognitron develops the ability to classify and accurately detect patterns based on their shape distinctions. Any

patterns that we humans consider to be similar are also classified as such by this proposed model. A ConvNet is a

series of layers in which each layer performs some unique functions. Furthermore, these layers are usually

classified into different categories . The raw data is stored in the first layer, called the input layer. A convolutional

layer is the second layer, which is responsible for calculating the output volume by performing a dot product

between the image patch and all of the filters, followed by another important function known as activation. The

mathematical function is then applied to every element of the convolution layer’s output. The next layer comes in to

help in reducing the computation costs by making the previous layer’s output memory efficient. It is known as the

pooling layer. Finally, once the pooling layer computation is done, it will pass its output to the last layer and output

the computed 1-D array class score . Two primary tasks must be accomplished when training a deep learning

model:

Forward propagation: To train a neural network, one must first provide it with an input, and then, in light of the

outcomes of that processing, an output is produced.
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Backward propagation: Next, the model uses the backpropagation technique, such that the weights of the

neural network are modified in response to the error that was obtained in the forward propagation.

1.1. Important Elements of Convolutional Neural Networks

1.1.1. Convolutional Layer

The convolution layer, as its name suggests, is crucial to CNN’s operation. Where the majority of the calculation is

concerned, it is the core unit of a CNN. Since digital image processing is concerned, convolution operations are the

most widely used . Convolutional layers are where filters (also known as the set of kernels) are applied or get

convolved with the original input images, which can be n-dimensional metrics to generate a feature map as an

output . Here, the number of kernels and the size of the kernels are the most critical parameters, which refer to

the size of the filter, as shown in below Figure 1. The following mathematical formula is used to determine

subsequent feature map values , where the kernel is denoted by h and the image input is indicated by f. The

result matrix’s row and column indexes are denoted by m and n.

(1)

Figure 1. Convolutional process.

1.1.2. Pooling Layer

In CNN, the convolutional operation is applied to learned filters to the input image to summarize and show the

presence of those features in the given. This is done in a systematic way to build its feature maps. The feature map

is generated by the convolutional layer’s output. It has one limitation due to recording the exact location of features

in the input. Therefore, in the input image, any small movement that happens to the position of a feature, such as

re-cropping, rotation, etc., will cause changes in the feature map. A common solution to this problem can be

achieved in the convolution layer using downsampling by altering the convolution stride over the image . This is

where the usage of the pooling layer begins. It is nothing but a common and robust approach to the same problem.
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In a short pooling layer downsample, the previous layers’ feature map and pooling operations aid in the creation of

an invariant representation for small input translations . Additionally, there are several functions used for

specifying the pooling procedure; the most common functions are the following :

Average pooling: This is used when the average value is desired for each patch on the feature map.

Maximum pooling: This is commonly known as Max-pooling, and is used when the maximum value is desired for

each patch on the feature map . Below Figure 2, illustrate the working of average and maximum pooling.

Figure 2. Two different pooling techniques were applied.

1.1.3. Fully Connected Layers

Immediately following the completion of feature extraction and consolidation by the convolutional and pooling

layers, another layer comes in, which is known as the fully connected layer . This component is connected to the

final node of each network to flatten out the output of the previous layer. Finally, this layer returns the probability of

class predictions by building non-linear feature combinations. There are various non-linear functions, such as

activation functions, ReLU, and Softmax.

2. Important Parameters and Hyperparameters for Building
Convolutional Neural Networks

The following are the important parameters with a high level of description.

Kernels: The kernel is nothing but a matrix that is used to traverse over the input images to perform a dot

product to extract features . By using the stride value, the kernel can move by columns of pixels based on the

number assigned to the stride.

Biases: Before passing the output values through an activation function, the bias is used to adjust the scaled

values. For example, in a neural network, the activation function receives an input ‘x’ which is multiplied by the

‘w’ weight. Therefore, adding a constant bias to the input will enable you to shift the activation function .
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Padding: When a kernel is used with image processing, the image is altered each time a convolution is carried

out on the input data. The image shrinks and thus this can be done only a certain number of times before the

input image completely disappears . As a result, some of the information contained in the image can be lost.

The problem is that when the kernel moves across the image there is a significant impact on the pixels in the

outskirts of the image, which are much smaller when compared to the center pixels of the image . Therefore,

a more accurate analysis of the image can be achieved by the use of padding, which is added to the image’s

outer frame to provide more room for the filter to cover the image.

Stride: Stride is another so-called hyperparameter in the convolutional layer that specifies the pixel count the

kernel shifts over the input image matrix. For instance, when two is set as the stride, then the filter or kernel

moves two pixels at a time. When three is set as stride, then the filter moves three pixels at a time, and so on

.

Dropout for regularization: This is a powerful yet simple regularization technique for deep learning models ,

and CNNs usually have the habit of overfitting. When there are a large number of nodes or neurons in a full-

connected layer, it is more likely that co-adaptation occurs. Co-adaption simply means when many neurons in a

single layer extract very similar or the same hidden features from the given input data. This usually happens

when two different neurons’ connection weights are identical . This technique works based on selecting

neurons randomly and ignoring them during training; they will lose their contribution for further processes.

Learning Rate: The learning rate is a very important parameter in CNN which defines how swiftly a network

updates its parameters during backpropagation . Keeping the learning rate low makes the convergence

smooth, but the learning process slows down. However, keeping the learning rate larger may speed up the

process of learning, but may prevent convergence.

Activation Functions: Nonlinearity is introduced to models via activation functions, allowing deep-learning models to

learn nonlinear prediction bounds. In artificial neural networks (ANNs), activation functions are used to transform

an input signal into an output signal. This output signal is then used as input by the subsequent layer in the stack.

The most common activations used in CNN are described below:

Sigmoid activation function: Because it is a non-linear function, it is the most often utilized activation function. The

sigmoid function changes data in the 0 to 1 range and it is widely used for binary classification. It can be summed

up as follows :

Tanh activation function: It is a function known as the hyperbolic tangent. The Tanh function is comparable to the

sigmoid function; however, it is symmetric concerning the origin . This activation function is smoother, and it is a

zero-centered function with a scale that goes from −1 to 1, therefore, the function’s output is given as :
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In contrast to the sigmoid function, the Tanh function became the favored function because it provides higher

training performance for a model with multiple layers .

ReLU function: ReLU stands for the rectified linear unit; it is a non-linear function and very popular in ConvNets.

Since all the neurons are not going to be activated at the same time, but rather a small number of neurons are

activated at a time, the ReLU function is more efficient than others . According to equation 1, the output of ReLU

is the value that is greater than either zero or the value that was fed into the model. When the value of the input is

negative, the value of the output is equal to 0. When the value of the input is positive, the output value will be equal

to the value of the input .

An improved version of the ReLU activation function came up after ReLU, where instead of specifying the ReLU

function’s value as zero for x (negative values), rather it is defined as an x having an extremely insignificant linear

component. It can be mathematically stated as :

Softmax activation function: For binary (0, 1) classification, the sigmoid function is used, but to deal with multiclass

classification Softmax is used. The Softmax function returns a probability for each data point of all individual

classes . Therefore, in a deep neural network, when researchers want to work with a multiclass classification

problem, the output layer of the neural network will have an identical amount of network neurons that correspond to

the number of target classes. The formula is stated as follows :

Figure 3 represents the process for these connected layers.
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Figure 3. The diagram represents the medical image data collection. After collection, the images are preprocessed

then given as input to the CNN model. There are a total of five layers: two conv-layers, two max-pooling layers.and

an output layer called fully connected layer. The conv-weights in the first conv-layer are used in extracting feature

maps from the input. Each pooled layer reduces the image size by half. Following the completion of each layer of

pooling, the number of feature mappings and conv-weights are both increased by one. With the activation function,

the last layer of the feature maps is fully connected to data nodes. Using a function, these nodes are then linked

together to form a single value. This value was fitted to be the label defined in the training set and finally returned a

value range of 0 and 1 .

3. ConvNets over Traditional Machine Learning

The process of machine learning involves the use of algorithms to analyze data, draw conclusions from that

analysis, and make decisions based on those conclusions. In the case of DL, it uses multiple layers to create an

ANN . Each layer provides different information about the data which is fed to them. To perform classification

work using machine learning techniques, several preprocessing steps, such as feature selection, , feature

extraction , and classification are required . Even the selection of features can have a significant impact on

the efficiency gains achieved through various machine-learning strategies. DL techniques can perform automated

feature sets for various tasks. Deep learning has simplified the improvement of object detection, image super-

resolution, image classification, and image recognition fields .
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Typical healthcare applications of classification tasks of images include Alzheimer’s disease (AD) classification

using MRI , dermatological identification of skin conditions , breast cancer diagnosis using histopathological

images , and diagnosis of eye diseases in the field of ophthalmology (such as diabetic retinopathy , corneal

diseases , and glaucoma ). With advances in 2021, DL has become a key popular tool for the automatic

detection of COVID-19 and classifying healthy and not-healthy individuals using X-rays and CT scan images .

3.1. The Problem with Traditional Neural Networks

The main significant distinction between the traditional ANNs and CNNs is the primary usage of ConvNets in the

field of pattern recognition, in particular of medical images. This usage enables the developers to encode features

of input images into the architecture and makes the convolutional neural network more beneficial for image-specific

tasks, while also lowering the number of parameters needed to set up and build the model. Traditional neural

networks are known as multilayer perceptrons (MLPs). MLPs have several limitations, particularly when it comes to

the processing of images . For each input, MLPs are going to use a single perceptron, which means if

researchers input an RGB image, each pixel is going to be multiplied by three since there are three channels in

RGB. Therefore, here is where the problem arises; the number of weights to be used in each perceptron rapidly

increases for large images, so it becomes unmanageable for the model. There are approximately 187,000 weights

to train for a 250 × 250-pixel image with three channels. Hence, overfitting can happen, and training becomes

difficult .

3.2. Feature Extraction

Feature extraction entails the process of obtaining a high level of patterns from raw pixel values to seize the

uniqueness of the distinction between the various categories that are being used. The extraction of these features

is carried out without the presence of any supervision (unsupervised manner). This indicates that the information

that is extracted from the pixels of the image has nothing to do whatsoever with the classes of the image, and, in

CNN, the convolution layer is the backbone of feature extraction . This allows for the sharing of parameters.

Following the extraction of the features , a classifier is then trained using the images and the labels that are

associated with them, for example, logistic regression, random forests, decision trees, support vector machines,

etc. This pipeline has a problem due to the fact that the feature extraction cannot be changed based on the classes

and images. So, no matter what type of classification technique is used, the accuracy of the model is severely

compromised as a result if the chosen feature does not give enough information to tell the categories apart .

Picking various feature extractors and clubbing them ingeniously to achieve better feature extraction has been a

recurrent subject among state of the art studies. However, this necessitates an excessive number of heuristics and

tedious manual work to adjust settings depending on the domain. The main philosophy behind deep learning is that

there is no predetermined way to extract features (no hard-coding) from data . The CNN learns to extract data

by differentiating representations from the input images and to categorize them based on supervised data, all

inside a single integrated system.

3.3. Parameter Sharing
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With ConvNets, a large dataset like ImageNet can be used to train the whole network from scratch . ImageNet is

an ongoing project that has so far collected 14,197,122 images in 21,841 different categories. Sharing parameters

cuts down on the total parameters in the network and shortens the training time required for the network .
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