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Intelligent and autonomous agents is a subarea of symbolic artificial intelligence where these agents decide, either

reactively or proactively, upon a course of action by reasoning about the information that is available about the world

(including the environment, the agent itself, and other agents). It encompasses a multitude of techniques, such as

negotiation protocols, agent simulation, multi-agent argumentation, multi-agent planning, and many others. In an agent-

based programming language, agents are the building blocks, and programs are obtained by programming their

behaviours (how an agent reasons), their goals (what an agent aims to achieve) and their interoperation (how agents

collaborate to solve a task).
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1. Introduction

Multi-Agent Systems (MASs)  are a well established branch of Artificial Intelligence (AI). Even though they are relatively

young with respect to more archetypal research areas, MASs have a rich history; in 1995  agent technology was

recognised as a rapidly developing research area and one of the fastest growing areas of information technology. Such a

statement is still true nowadays, where one can find plenty of research articles, tools, and conferences whose aim is to

advance the research in the area. Despite this, MASs are not as widely used as they could be. Considering the agent

programming aspect of MASs, according to , the key reason is that there is little incentive for developers to switch to

current Agent Programming Languages (APLs), as the behaviours that can be easily programmed are sufficiently simple

to be implementable in mainstream languages with only a small overhead in coding time. This, amongst the presence of

too many unorganised options available, does not help agent-based programming languages and tools to be picked from

non-expert users.

An intelligent agent  can be generalised as a computerised entity that: is able to reason (rational/cognitive), to make its

own decisions independently (autonomous), to collaborate with other agents when necessary (social), to perceive the

context in which it operates and react to it appropriately (reactive), and finally, to take action in order to achieve its goals

(proactive). An agent-based (or agent-oriented) system is a system where the agents are the main entities, treated as

first-class abstractions. From a programming perspective, the same reasoning can be followed. In particular, by using a

comparison, we can say that agents are to Agent-Oriented Programming (AOP) languages as objects are to Object-

Oriented Programming (OOP) languages. In an agent-based programming language, agents are the building blocks, and

programs are obtained by programming their behaviours (how an agent reasons), their goals (what an agent aims to

achieve) and their interoperation (how agents collaborate to solve a task).

Agents are well-suited to be used in applications involving distributed or concurrent computation or when communication

is required between different components. For this reason, agent technology is useful in applications that reason about

messages/objects received over a network. By preserving their processing state and the state of the world around them,

agents are also ideally suited to automation applications. Moreover, autonomous agents can operate without user

intervention and can be used in applications such as plant/process automation, workflow management, robotics, and

others. Another advantage of agent-based programming is that due to the reasoning cycle present in agents, it is also

possible to provide explanations about the decisions that an agent has made.

2. History on Agent-Based Programming

In 1993, Agent-Oriented Programming was first introduced  as a specialisation of Object-Oriented Programming. Most

notably, it discusses the notion of the mental state of an agent, consisting of its information, decisions, and capabilities.

This work also describes agent programs in the AGENT-0 interpreter (implemented in the Lisp language) and their

communication using speech act theory, the latter is still used to define agent communication in several contemporary

agent programming languages. Over the years, many reasoning and cognitive models have been developed for agent-
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based programming. In this section, we discuss three particular models that have been fundamental in the design of many

agent programming languages in the past and that are still being used in new languages these days: Procedural

Reasoning System (PRS), BDI, and Situation Calculus.

The Procedural Reasoning System (PRS)  (implemented in Lisp) defines a system capable of reasoning about

processes, that is, procedural forms of knowledge. An agent in this system is then able to use these procedures to select

intentions for achieving particular goals. Unlike in conventional programming languages, these procedures are not

invoked a priori, but they are triggered when they are able to contribute towards some goal or to react to some situation.

While sharing some similarities to AI planners of the time, its main difference is that it performs partial hierarchical

planning in the sense that it interacts with a dynamic environment during the reasoning process, instead of generating a

plan for a static environment.

The Belief-Desire-Intention (BDI) model  consists of a reasoning process that aids the decision-making of selecting an

appropriate action towards the achievement of some goal. Its three mental attitudes are: belief—knowledge that the agent

believes about its environment, itself, and other agents; desire—the desired states that the agent wants to achieve; and

intention—a sequence of steps towards the achievement of a desire. These mental attitudes respectively represent the

information, motivational, and deliberative states of the agent. The workflow in a generic BDI system is shown in Figure 1

and works as such: a belief revision function receives input information from the environment (e.g., sensors), and it is

responsible for updating the belief base. This update can generate more options that can become current desires based

on the belief base and the intentions base. A filter is responsible for updating the intentions base, taking into account its

previous state and the current belief base and desire base. Finally, an intention is chosen to be carried out as an action by

the agent. BDI is the most popular model of agency, it has been and continues to be used in many agent programming

languages. AgentSpeak(L)  is a language that serves as an abstraction of implemented BDI systems that can be used to

interpret agent programs as horn-clause logic programs. The theory behind this language has been implemented as a

basis for many APLs.

Figure 1. The BDI model.

Situation Calculus  is a first order language designed to represent changes in dynamic environments. A situation is a

first order term representing a sequence of actions. An initial situation is when no actions have occurred yet. The function

do(a,s) results in a successor situation to s after executing the action a, similar to state transition systems. Dynamic

environments play an important role in agent-based programming, and as such, Situation Calculus has been used to

model how the world changes as a result of executing actions.
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