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Over time, machine learning (ML), a component of artificial intelligence (AI), has been implemented in a variety of

medical specialties, such as radiology, pathology, gastroenterology, neurology, obstetrics and gynecology,

ophthalmology, and orthopedics, with the goal of improving the quality of healthcare and medical diagnosis.

In clinical gastroenterology practice, due to technological developments, estimates show that AI could have the

ability to create a predictive model; for instance, it could develop an ML model that can stratify the risk in patients

with upper gastrointestinal bleeding, establish the existence of a specific gastrointestinal disease, define the best

treatment, and offer prognosis and prediction of the therapeutic response. In this context, by applying ML or deep

learning (DL) (AI using neural networks), clinical management in gastroenterology can begin to focus on more

personalized treatment centered on the patient and based on making the best individual decisions, instead of

relying mostly on guidelines developed for a specific condition. Moreover, the goal of implementing these AI-based

algorithms is to increase the possibility of diagnosing a gastrointestinal disease at early stage or the ability to

predict the development of a particular condition in advance.

Because both AI and gastroenterology encompass many subdomains, the interaction between them might take on

various forms. In recent years, we have witnessed a large explosion of research in attempts to improve various

fields of gastroenterology, such as endoscopy, hepatology, inflammatory bowel diseases, and many others, with the

aid of ML. We also note that, because of the requirement to diagnose more patients with gastrointestinal cancers at

an early stage of the disease, which is associated with curative treatment and better prognosis, many studies were

developed to address improvement of the detection of these tumors with the aid of AI.

The term ML, introduced for the first time in 1959 by Arthur Samuel from the IBM company, refers to an IT domain

whereby a computer system can acquire the ability to “learn” by using data without specific programming and can

therefore develop a predictive mathematical algorithm based on input data, using recognition of “features”. The ML

“model” is subsequently able to adapt to new situations in which it becomes able to predict and make decisions.

artificial intelligence  computer-assisted diagnosis  machine learning  gastroenterology

endoscopy

1. Introduction

Three main types of learning methodologies are recognized, namely, supervised learning, in which the computer

learns from familiar patterns; unsupervised learning, in which the computer discovers the common aspects in
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unknown patterns; and, finally, reinforcement learning, in which the computer has the ability to learn from trial and

error  (Figure 1). Clustering algorithms are based on unsupervised learning, in which unlabeled data self

organizes to predict outcomes (e.g., clustering). Classification and regression algorithms are based on

unsupervised learning, in which prelabeled data train a model to predict new outcomes. Rewards and

recommendations algorithms are based on reinforcement learning, which gives feedback to an algorithm when it

does something right or wrong.

Figure 1. Types of machine learning algorithms: supervised learning—task driven (classification); unsupervised

learning—data driven (clustering); and reinforcement learning—algorithm learns from trial and error.

The predictive models encompass the key elements of the “training”, “validation”, and “testing” datasets.

Approximately 70% of samples are commonly used in the initial training set to develop the model, and the

remaining 30% of the samples are used as model validation and testing sets, but these percentages may vary with

the application .

AI was implemented in the medical field, using different types of ML, such as binary classifiers, Bayesian

inferences, decision trees, ensemble trees, linear discriminants, support vector machines (SVM), k-nearest

[1][2]
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neighbors, logistic regression, and artificial neural networks (ANNs) .

Support vector machine (SVM), which was invented in 1963, before the development of DL , represents a

supervised learning model, a discriminative algorithm that uses a dividing hyperplane. SVM demonstrated its best

accuracy in classification and regression analysis.

2.ML Using Hand-Crafted Features (Conventional
Algorithms)

For a long time, ML using images (in the field of gastroenterology, we are using endoscopic images) relied primarily

on hand-crafted features. In this context, IT specialists coded a mathematical description of specific patterns, such

as color and texture. The researchers manually indicated the potential features of the images based on clinical

expertise. A classifier was trained to distinguish between different classes of features, and eventually, the model

was able to use this knowledge to recognize the class in a new set of images .

3. ML Using Deep Learning (DL)

DL refers to a subset of ML techniques that is built from multiple-layered neural network algorithms. They represent

ML algorithms that use layers of nonlinear processing for “feature extraction”, which is the selection of powerful

predictive variables, and “transformation”, which refers to changing the data for more efficient construction of the

model .

3.1. Neural Networks

Neural networks represent a specific area of ML that shows similarities with the human brain, namely densely

interconnected neurons, with the aim of recognizing specific patterns, extracting features, or learning different

characteristics of the training dataset to elaborate a concrete result .

Therefore, in the case of an artificial neural network (ANN), we use a fully connected neural network in which the

outputs of the neurons of one layer represent the input for the neurons of the next layer. Each connection has a

specific weight that is learned during the training process, and the model is based on a nonlinear sigmoidal

function.

A deep neural network represents an ANN containing several hidden layers between the input and output layer.

This technology proved to possess excellent accuracy for establishing diagnosis and predicting prognosis in the

medical area. In most cases, DL outperforms the hand-crafted algorithm, but it requires a larger quantity of data for

learning . Fortunately, most of the initial weaknesses and limits of the deep neural network have been overcome

by the recent availability of big data for training and the major progress in computing software power .

[4][5]

[6]

[2]

[7]

[3][7]

[8][9]

[4][5]



Machine Learning in Gastroenterology/Endoscopy | Encyclopedia.pub

https://encyclopedia.pub/entry/1507 4/7

One drawback of DL is its “black-box” nature, meaning that the system cannot apply reason to the machine-

generated decision, which can be a confusing aspect for the endoscopist. However, a new research area known as

“interpretable DL” has attracted recent attention through its attempt to present an argument-based framework for

decision-making . Although DL models proved to be the most performant algorithms in fitting the data, one of

their limits is their dependency on the training dataset. This “overfitting” error appears if the training database is not

sufficiently diverse or contains bias. In that case, the results might not be validated and implemented in real-life

circumstances. To enlarge the training datasets, these approaches might include images showing normal aspects

and images containing pathologic lesions. Additionally, most of the recent studies use augmentation of the image-

based data by resizing and cropping of the frame, with a subsequent flipping along the axis .

Convolutional neural networks (CNN) represent a specific class of ANN composed of convolutional and pooling

layers with the role of extracting specific features and fully connected layers that fulfill the task of elaborating the

definitive classification.

The input images are subjected to the preprocessing procedure of filtering (convolution) to extract specific features.

Subsequently, the convolution filter undergoes a learning process to elaborate the performant feature maps, which

are compressed to smaller sizes. At the end, the fully connected layers combine the selected features for design of

the final model. In case of CNN, the number of weights is significantly lower than that of the fully connected

networks. The CNN has demonstrated excellent performance in image analysis (Figure 2).

Figure 2. Convolutional neural network (CNN) system: input layer with raw data of the endoscopic image, multiple

layers with the role of extracting specific features, and elaborating image classification in the output layer.

The concept of CNN was developed independently by several different groups during the 1970s and 1980s. The

proof of concept of CNN emerged in the late 1980s when Bengio, Hinton, and LeCun started to exchange ideas in

this field, and the first paper on backpropagation procedure on CNN was published in 1990 . In 1998, LeCun

wrote an overview paper on the principles of training of deep neural networks using gradient-based optimization,

showing that CNN can be combined with search or inference mechanisms to model interdependent complex

outputs . In 2006, the Canadian Institute for Advanced Research (CIFAR) revived the interest in deep

feedforward networks by connecting a group of researchers who introduced unsupervised learning procedures.

[10]

[5][11]
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The first major application of this approach was in speech recognition, which was developed during the following

years; by 2012, new versions were already being deployed in Android phones. Since the 2000s, CNN have been

successfully applied to the detection, recognition, and segmentation of objects/regions in images; a major recent

practical success of CNN is face recognition. Despite these advances, CNN was neglected by most of the

computer-vision communities until the ImageNet competition (2012) .

In recent years, we have observed the impressive emergence of complex CNNs constructed from more than 100

layers, mostly due to an increased interest in this field and initiation of a great number of scientific activities. Due to

the annual software contest known as the ImageNet Large Scale Visual Recognition Challenge (ILSVRC),

designated for creation of AI, a great variety of software programs have been developed, such as residual nets

(e.g., AlexNet, GoogleNet, InceptionResNet, and ResNet from Microsoft and many other variants), fully

convolutional networks (FCN), U-Net (which is based on an encoder–decoder mechanism for pixelwise

classification and is mostly used in segmentation processing on test images ), and others. As foreseen by

LeCun , human vision, natural language understanding, and major progress in AI will materialize by using

systems that combine representation learning with complex reasoning.

In the area of gastroenterology, which is overwhelmed by a notably large amount of clinical data and endoscopic or

ultrasound images, this technology has been applied to aid clinicians in establishing diagnosis, estimating

prognosis, and analyzing images.

3.2. Computer Vision

Computer vision refers to the specific use of computer systems in the processing of images/videos, and the

possibility of acquiring information from this processing. We must note that a multitude of technological

developments have been demonstrated recently in this domain. In the medical field, clinicians work with large

amounts of visual data that must be analyzed to elaborate the proper diagnosis and choice of the best treatment,

especially in domains such as radiology or endoscopy. In the latter domain, CNNs were elaborated for different

purposes such as esophageal/gastric cancer detection  and “real-time” polyp detection/differentiation between

polyp types , among others.
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